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Introduction

This paper was born from our collaboration on state-level evaluation work for library funds dispersed through the Institute of Museum and Library Services (IMLS). The Library Services and Technology Act (LSTA), or “Grants to States” as it is also known, is the largest funding source managed by the IMLS. It has a specific framework for dispersing funds through State Library Administrative Agencies (SLAAs). LSTA funds represent dedicated funding distributed on a population-based formula according to the rules and regulations articulated in LSTA. Generally, LSTA is a flexible framework, yet it does have a few important requirements. One is the submission of a LSTA Evaluation every five years for the work funded in that period, as well as a required submission of a plan, which each SLAA must submit at the beginning of the next five year period. The plan articulates the goals SLAAs will achieve with these funds over the next five years; at the end of that period, SLAAs are required to submit another five year LSTA Evaluation, typically done by an independent evaluator.

For the 2013–2017 period, the SLAAs issued competitive requests for proposals to hire independent evaluators that would start work in the mid to late 2016 and submit a final five-year evaluation to the SLAA and to IMLS by March 30, 2017. Upon completion of the evaluations, the SLAAs focused on developing five year plans for the 2018–2022 period, submitted to IMLS by June 30, 2017. Both the latest evaluations and the plans are available on the IMLS website. It is worth noting that because evaluations for each five-year period must be submitted by March 30 of the final year of the plan, the independent evaluation process can never consider the complete fifth year of data. As a good practice, when QualityMetrics undertakes an evaluation, they first review the last year of the previous evaluation cycle to gain an understanding of continuities between the previous five-year and the latest plan at hand that is to be evaluated. Also, the fourth years of annual administrative data are not due to IMLS until the end of December, so there is a relatively short amount of time to incorporate the fourth year’s findings into the final evaluation due on March 30.

It is important, therefore, for the evaluators to gain an understanding of state trends and how they may influence the evaluation process. Even during the COVID-19 years, the experiences of the different states and the libraries in these states varied
considerably, despite the uniformity of experience in terms of general disruptions. Some states faced these disruptions differently than others. More densely populated states, such as the east and west coast states, may have had more closings and logistical considerations compared to less populated states such as Alaska or the middle of the country.

Beyond the annual administrative data from IMLS, it is critical to understand statewide trends by considering broad demographic trends as well as economic and other health and civic indicators. Libraries operate in an environment that is shaped by policies and procedures at the federal level (for example the LSTA requirements), at the state level (for any SLAA-provided funding), and at the local level. Although the majority of public library funding comes from local sources, state and federal funding has served as an important driver for bridging inequities and implementing innovations. Such funding, therefore, is typically utilized to address the needs at two ends of the spectrum: to ensure that everyone experiences an adequate level of library service and, on the other hand, ensure that opportunities for funding innovative and transformative services and programs prepare libraries and their communities for the future!

IMLS provides detailed guidelines for the LSTA Evaluation process and the LSTA Planning process. In general, the guidelines encourage outcome-based evaluation processes, and the plans serve as a high-level logic model for the outcomes-based evaluation process. Though typically the majority of these summative five-year evaluations are completed in five to six months, QualityMetrics believes the SLAAs and the quality of the evaluations will benefit if the independent evaluators had 9–12 months ahead of them; some SLAAs do recognize the importance of allowing adequate time for the evaluation and issue their contracts earlier. In summarizing the level of effort the SLAA performs to the Office of Management and Budget (OMB), in addition to the external evaluators’ work, IMLS suggests that on average an SLAA will need to devote about 90 hours of effort for the evaluation and about 90 hours of effort for the plan.

The guidelines refer to three key elements for these evaluations and plans: the LSTA purposes, the LSTA priorities, and the Measuring Success focal areas and intents. The three lists below capture these key elements:

**LSTA Purposes**

Purpose of LSTA (20 U.S.C. § 9121)

1. Enhance coordination among Federal programs that relate to library, education, and information services;  
2. Promote continuous improvement in library services in all types of libraries in order to better serve the people of the United States;
3. Facilitate access to resources in all types of libraries for the purpose of cultivating an educated and informed citizenry;
4. Encourage resource sharing among all types of libraries for the purpose of achieving economical and efficient delivery of library services to the public;
5. Promote literacy, education, and lifelong learning, including by building learning partnerships with school libraries in our Nation’s schools, including tribal schools, and developing resources, capabilities, and programs in support of State, tribal, and local efforts to offer a well-rounded educational experience to all students;
6. Enable libraries to develop services that meet the needs of communities throughout the Nation, including people of diverse geographic, cultural, and socioeconomic backgrounds, individuals with disabilities, residents of rural and urban areas, Native Americans, military families, veterans, and caregivers;
7. Enable libraries to serve as anchor institutions to support community revitalization through enhancing and expanding the services and resources provided by libraries, including those services and resources relating to workforce development, economic and business development, critical thinking skills, health information, digital literacy skills, financial literacy and other types of literacy skills, and new and emerging technology;
8. Enhance the skills of the current library workforce and recruit future professionals, including those from diverse and underrepresented backgrounds, to the field of library and information services;
9. Ensure the preservation of knowledge and library collections in all formats and enable libraries to serve their communities during disasters;
10. Enhance the role of libraries within the information infrastructure of the United States in order to support research, education, and innovation;
11. Promote library services that provide users with access to information through national, State, local, regional, and international collaborations and networks; and
12. Encourage, support, and disseminate model programs of library and museum collaboration.

**LSTA Priorities**

Grants to States (20 U.S.C. § 9141)

1. Expand services for learning and access to information and educational resources in a variety of formats (including new and emerging technology), in all types of libraries, for individuals of all ages in order to support such individuals’ needs for education, lifelong learning, workforce development, economic and business development, health information, critical thinking skills, digital literacy skills, and financial literacy and other types of literacy skills;
2. Establish or enhance electronic and other linkages and improved coordination among and between libraries and entities, as described in 20 U.S.C. § 9134(b)(6), for the purpose of improving the quality of and access to library and information services;

3. (A) Provide training and professional development, including continuing education, to enhance the skills of the current library workforce and leadership, and advance the delivery of library and information services; and (B) Enhance efforts to recruit future professionals, including those from diverse and underrepresented backgrounds, to the field of library and information services;

4. Develop public and private partnerships with other agencies, tribes, and community-based organizations;

5. Target library services to individuals of diverse geographic, cultural, and socioeconomic backgrounds, to individuals with disabilities, and to individuals with limited functional literacy or information skills;

6. Target library and information services to persons having difficulty using a library and to underserved urban and rural communities, including children (from birth through age 17) from families with incomes below the poverty line (as defined by the Office of Management and Budget and revised annually in accordance with section 9902(2) of title 42) applicable to a family of the size involved;

7. Develop library services that provide all users access to information through local, State, regional, national, and international collaborations and networks; and

8. Carry out other activities consistent with the purposes set forth in 20 U.S.C. § 9121, as described in the State library administrative agency’s plan.

**Measuring Success Focal Areas and Intents**

- **Lifelong Learning**
  - Improve users’ formal education
  - Improve users’ general knowledge and skills

- **Information Access**
  - Improve users’ ability to discover information resources
  - Improve users’ ability to obtain and/or use information resources

- **Institutional Capacity**
  - Improve the library workforce
  - Improve library’s physical and technology infrastructure
  - Improve library operations

- **Economic & Employment Development**
  - Improve users’ ability to use resources and apply information for employment support
  - Improve users’ ability to use and apply business resources

- **Human Services**
- Improve users’ ability to apply information that furthers their personal, family, or household finances
- Improve users’ ability to apply information that furthers their personal or family health & wellness
- Improve users’ ability to apply information that furthers their parenting and family skills

- Civic Engagement
  - Improve users’ ability to participate in their community
  - Improve users’ ability to participate in community conversations around topics of concern

LSTA has articulated purposes and priorities that determine on broad terms where libraries invest funds and what programs and activities they can support. It is paramount, though, for the state library agencies to know the needs of their communities. This is where a variety of national data sources, paramount among them national census data, come to serve the needs of the agencies, the evaluators, and the planners.

Data Sources for Demographic Analyses

We used a variety of data sources in our demographic analysis for the LSTA evaluations. We will primarily consider U.S. Census data, but will review some other options before considering census data in more detail. Throughout this paper, we will use the Utah LSTA analysis as our primary example.

U.S. Census Bureau Data

The United States Census Bureau was our main source for the Utah LSTA analysis. General benefits of census bureau data include its availability for every state and for most U.S. territories. Availability is also important because using it across state analyses makes those analyses more directly comparable with each other.

The Census Bureau’s most familiar product is the decennial census, the nationwide census administered every 10 years. Because it has been performed each decade since 1790, it is useful to show changes over time. This data is also fairly easy to find and use. However, a downside, particularly related to the LSTA analyses, is that the decennial census includes only a limited set of variables. Currently, these variables include number of people residing in a household, their relation to each other, and their sex, age, race, and ethnicity. An additional downside is that evaluating data only once across a decade may not show nuances of population changes over time.

The American Community Survey, or ACS, has a broader set of variables that include socioeconomic information, making it a valuable source for demographic analysis (notable variables include: country of birth, U.S. citizenship status, year of naturalization, year of entry into the U.S., residence one year ago (migration patterns),
race, ethnicity, ancestry, and language spoken at home). The ACS is also administered by the Census Bureau, and was developed out of the former “long form” from the decennial census, which provided additional questions to a sample of households. Since the early 2000s, the ACS has been sent to a sample of U.S. households on 1-year or 5-year cycles (based on community size); thus, it can track demographic shifts over shorter periods than the decennial census. A downside of ACS data is that smaller areas provide less precise estimates. Further, 1-year estimates are not available for areas with lower population density (less than 65,000), so 5-year estimates must be used. This affected our Utah analysis; only 7 out of Utah's 29 counties are large enough to provide 1-year data. We used the 5-year estimates for the majority of the analysis, so that county data was comparable. The Census also provides access to ACS microdata (individual-level data), as well as the standard aggregate data reported in census tables.

The Census partners with the Bureau of Labor Statistics to produce the Current Population Survey (CPS), which is administered monthly. It is a primary source of labor force statistics, including the national unemployment rate and other issues relating to employment and earnings. Additionally, it includes country of birth, U.S. citizenship status, and year of entry into U.S. The CPS is also the only census source that provides parental place of birth.

**Additional Data Sources**

The Integrated Public Use Microdata Series (IPUMS) provides an array of data, including U.S. Census data and international data. IMPUS is a useful tool for those interested in additional microdata. This microdata is available over time; the U.S. decennial data goes back to 1850, and ACS data back to 2000. Although this data is at the individual level, names are only included in historic data (the most recent is for 1920). For current and recent data, names and other identifiable information, including some geographic information such as street addresses, has been suppressed because this data is publicly available (through a registration process).

Other federal government agencies provide data with additional or subject-specific detail. For instance, the CDC’s Social Vulnerability Index uses Census data to rank census tracts on fifteen social factors, including poverty and lack of vehicle access, to estimate a community’s ability to weather hazardous events. This ranking helps determine which communities may be most likely to need specific types of support.

Another example is data gathered by the National Center for Education Statistics (NCES). The NCES gathers and reports data similar to that gathered by the Census Bureau, such as educational attainment and school enrollment, but rather than being reported by the individuals experiencing education, the data is primarily reported by the institutions providing that education. Additionally, the NCES provides some international data, enabling comparisons. Specific agencies like the NCES can be helpful for demographic studies, particularly geographic-focused analyses like ours.
because they provide many state-focused or county-focused statistics and tools. For instance, the NCES provides dashboards showing key statistics by school district, incorporating ACS socioeconomic variables. These topic-specific studies may provide additional insight into demographic shifts; for instance, school enrollment by age, sex, or race can show population changes.

This kind of topic-specific data is often available at smaller levels of government (state, municipal), if needed for more local analysis. However, availability of data at state and local government levels varies. In highly populated states such as California, there may be greater levels of data available, and at smaller geographic levels, than more rural states like Utah or Nevada.

IMLS collects data about public libraries through the Public Library Statistics (PLS) annual data collection and SLAA data every two years. Historically, the PLS data have focused on quantitative data elements and are useful supplements of other more detailed and contextual data provided by libraries directly. PLS data describe the entity administratively (is it a county system, or a single main library building, and various variations), the collections, staffing, expenditures. They also provide useful location information for branch locations. The latest Tableau view of the PLS data is available on the IMLS website through the Library Search & Compare interface. Additional websites are also available that marry the PLS with the American Community Survey (ACS) survey collaboratively developed with IMLS and Census.

Nonprofits or think tanks may be sources for preexisting demographic reports, tables, or datasets. For our Utah analysis, we found many helpful reports on Utah’s changing demographics from the University of Utah’s Kem C. Gardner Policy Institute.

Insight can also be found in data gathered directly by or in cooperation with populations of interest. For example, the Native Land Information System’s mission is “to compile, consolidate, and visualize data and information that Indigenous peoples of North America need to protect their lands and resources and plan for the future.”

For the rest of this paper, we will primarily focus on Census data, and in particular the American Community Survey (ACS). This is because the ACS covers many relevant topics, is available for the entire United States, and it was the basis for much of our Utah analysis. ACS data is not perfect, but can be a helpful tool, particularly if you are aware of its limitations.

**Geographic Levels in Census Data**

The geographic level selected for analysis (nation, state, county, etc.) impacts the data that is available, how precise it is, how well it maps to a particular topic, and how results can be presented. There is not necessarily a “perfect answer” for the appropriate geographic level to select for a given project. Analyses by county are fairly
simple to create, but because large cities may be encompassed into larger counties or be divided by county lines, results may be difficult to interpret. More granular levels of geography include census tracts, which are broken into comparable population sizes. However, that results in analyzing many more sub-geographical units, which may make it harder to visualize or report results succinctly.

The census offers geographic areas that are defined either legally or statistically. Legal boundaries for cities, counties, states, and congressional districts are defined by law at local, state, or federal levels. These have the benefit of being broadly understood and familiar to most audiences. In the case of our LSTA analyses, they also mapped well to how areas are served by public libraries (often at the city or county level).

Statistical areas include Census-Bureau-defined census blocks, tracts, and metropolitan and micropolitan statistical areas. Census tracts typically have a population size between 1,200 and 8,000 people, with an ideal size of 4,000 people. They vary widely in spatial size, depending on their population density. While these can be more difficult to grasp than the more familiar counties and cities, they have the benefit of being more evenly comparable. When using ACS microdata, the smallest available statistical units are Public Use Microdata Areas (PUMAs), with a minimum population of 100,000. PUMAs correspond to counties and neighborhoods. The Census's Zip Code Tabulation Areas (ZCTAs) are statistical areas that use groups of census blocks to approximate zip codes (defined by the U.S. Postal Service). However, they are not an exact match, and using them can be challenging. Finally, note that the boundaries for both legal and statistical areas can change over time, which is important to keep in mind for any analysis that considers multiple years of data.

Surprisingly, the Census Bureau has no definition for “rural”; instead, the Census designates areas as rural by default if they are not already classified as urban. These geographies are classified as such by density of population, rather than by legal definitions of cities or towns. Thus, the Census defines “urbanized areas” as containing 50,000 or more people; “urban clusters” have at least 2,500 but fewer than 50,000 residents. Areas that do not fit either of those definitions are thus designated as rural by default. Note that because these boundaries are only redefined when the decennial census is administered, the ACS does not reflect changes in urbanization over time.

**Accessing U.S. Census Data**

The Census Bureau provides a variety of options for accessing and visualizing census data in addition to the various options for downloading data tables. There are three main places to start exploring census data:

- **Explore Census Data** is the dedicated data area and provides links to start with tables, maps, data profiles, or microdata.
The Table Navigator lists relevant tables, provides keyword searching, includes many filter options, and allows for customization such as including or excluding the margin of error.\textsuperscript{11} The Census Survey Explorer begins with a search box and is searchable by topic, geography, and more.\textsuperscript{12}

The Census Bureau also offers a variety of helpful pre-created visualizations and maps. Many compare data at the state level, but some include counties and other geographies. Examples include the 2020 Census Demographic Data Map Viewer.\textsuperscript{13} This map’s default view is at state level, but zoom options also provide county or census tract levels. This map contains data on race and ethnicity, housing, group quarters, population density, and change in population (2010–2020). Another example is the Census Flows Mapper, which shows migration patterns into and out of a selected state or county.\textsuperscript{14} This visualization draws from the ACS’s questions on place of residence, both current and one year ago.

**Considering Data on Race and Ethnicity**

Because race and ethnicity are socially and politically created constructs, there are always difficulties measuring them; Census data is no different. It is important to understand how the Census (and other data sources) measure race and ethnicity to understand their constraints and how they can be used.\textsuperscript{15} Currently, the Census Bureau measures six race categories: American Indian or Alaska Native, Asian, Black or African American, Native Hawaiian or Other Pacific Islander, White, or Some Other Race.\textsuperscript{16} Respondents are also asked to write out their ancestry (for example, German, Lebanese). An additional variable reports those who select more than one category as “two or more races.”\textsuperscript{17} A separate question asks, “Are you Hispanic or Latino?”

Since race and Hispanic/Latino ethnicity are recorded separately, using them in analyses can be challenging. One common method is using the Census’s “race alone” tables and including a footnote that reports the separate percentage for the Hispanic/Latino population. This creates an overlap in the data, since each person who selected “yes” for Hispanic/Latino ethnicity also selected one or more of the six racial categories. Another method is reporting the Hispanic/Latino counts as a race, and eliminating them from the races that population also selected. Problems here include undercounting racial categories, and ignoring potential nuance in the data for communities such as the Black Hispanic/Latino population. Other methods of analyzing and reporting this data exist, but none are ideal.

The MENA (Middle Eastern and North Africa) population is also often undercounted (see footnotes for the first paragraph in this section). The OMB currently defines this population as White, even though that is not how many people in this population identify. Consequently, many in this population select the “Some Other Race” category.
Thus, they are aggregated with respondents who do not share their identity (including many who identify as Hispanic/Latino), and thus are undercounted.

Because of difficulties gathering data in the early months of the pandemic, the 2020 ACS 1-year estimates are particularly non-reliable. Survey participation dropped 32% compared to 2019, and those who responded were more likely to be white, college-educated, and earn a higher income. Thus, the data is not useful as a representative set, especially not in comparison to other years of data.

Other meaningful ACS variables for demographic analyses include: ancestry (“what is this person’s ancestry or ethnic origin?”), nativity (native U.S. or foreign born), place of birth, language spoken at home, age (shows if a population is getting younger or older), median income, migration patterns, household internet access and/or computer, level of educational attainment, literacy level (particularly by age), and immigration status (including year of U.S. entry). The ACS “S” (Subject) tables are helpful and available for many geographies. Table titles also include numbers indicating the subject(s) covered; lists of these are available online.

**On Disaggregating Data**

Disaggregating data may reveal additional nuance for particular subgroups that may be hidden when aggregated in broad racial and ethnic categories. For instance, looking at the “Asian” category as a monolith can often reinforce the “model minority” myth, particularly related to educational attainment, income, and health. However, specific communities, particularly Southeast Asian such as Vietnamese and Hmong communities, are often disadvantaged in these areas. The ACS race and ancestry variables can help distinguish between these communities. This is a growing field of research, especially in higher education; the book *Measuring Race: Why Disaggregating Data Matters for Addressing Educational Inequality* (Teranishi et al., 2020) is an excellent place to start.

Many public libraries now use more sophisticated tools to study the populations they serve, such as market research tools and market segmentation. There is a movement toward people-driven over collection-driven data. Regardless, we need to maintain an awareness of methods used (by ourselves and by others), and the biases in those tools (and the groups creating them), as well as the flaws or limitations present in the underlying data.

**Sex and Gender Data Issues**

Similar to racial data issues are those with the Census’s “sex” variable. The Census Bureau reports that its question “What is Person 1’s sex? male, female” is intended to capture “current sex,” which is defined based on biological attributes such as chromosomes, anatomy, and hormones. As such, the binary answer options do not encompass the complex non-binary nature of biological sex nor of a state of
transitioning. Additionally, this variable is not intended to reflect gender identity, but because no additional gender variable is provided, much research problematically uses the sex variable as gender. However, in July 2021 the Census Bureau began asking for gender identity, sexual orientation, and sex at birth, in its Household Pulse Survey. Hopefully this will result in future change across other Census surveys. In the meantime, the binary sex variable should be used with caution, acknowledging its limitations.

**Steps to Perform a State-Wide Demographic Analysis**

The Utah LSTA analysis was guided by the specific needs and goals of the Utah State Library. The primary purpose was to analyze recent (past decade) demographic shifts within Utah, to specifically consider shifts in rural areas, and to suggest how those shifts might impact community needs in relation to public libraries, in order to guide the state library’s strategic focus for the next five years. The state library requested a brief analysis of both demographic analysis and community needs; ultimately, we provided a seven-page demographic analysis of the state, primarily at the county level.

The first step was choosing the geographic level for Utah. We selected counties because low population made it harder to use smaller geographies, and counties were commonly used in reference to the library system, particularly the bookmobile routes. Additionally, county-level analysis enabled us to use existing rural, urban, and frontier designations from the Utah Department of Health & Human Services. This met the state library’s request for analysis related to library services for rural populations.

ACS and the decennial census were the main data sources. We considered race, ethnicity, age, sex, state migration, socioeconomic variables, and those directly related to library needs, such as home computer and internet access. Additionally, our analysis was guided by in-depth demographic reports by the Kem C. Gardner Policy Institute. The requested brevity of this report made including disaggregated data impractical. Thus, a weakness of this analysis is that it did not provide more specificity into its understanding of communities and their needs.

Below (Figure 1) is an example table from our Utah demographic analysis, using the 2020 Census State Redistricting Data, at the county level. For it, I used the “race alone” data and included the separately-reported Hispanic or Latino variable. Counties are also listed as either “urban, rural, or frontier.”
### Example Table from LSTA Utah Demographic Study

#### Conclusion

The LSTA grants evaluation framework and the projects supported are aligned along key socioeconomic indicators of healthy communities; this framework is known as the “Measuring Success Framework.” It comprises key focal areas and intents. Focal areas include: Lifelong Learning, Information Access, Institutional Capacity, Employment and Economic Development, Human Resources, and Civic Engagement. The first three focal areas convey areas where we can track library indicators that are more library centric and the last three focal areas are a bit broader, covering community indicators where libraries often have an indirect impact. Using the data available in the Census and the other tools we described above, we can develop a set of indicators for these six focal areas that can track library impact in a more meaningful way. For example, the following indicators are offered as examples of what we can focus one for each one of the focal areas:
Demographic analysis is helpful as it can map indicators to broad areas articulating in the measuring success framework. Similar efforts describe the health of various states with broadly driven indicators and this paper can help us think about developing similar efforts for library health.32

These data help us gain insights about our communities and their diverse needs and help us track whether libraries are making a difference. Though direct causation is not something that this socio economic approach entails, it does provide deep knowledge of communities and needs. For those interested in creating similar analyses, look at some IMLS evaluation reports or some of the LSTA planning documents and you discover useful insights about communities in your state! Some of the data we have synthesized are providing a deeper understanding of these communities and their libraries. Ultimately, we hope these analyses help support and guide useful library programming that has real impact.
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Endnotes


4 ACS 3-year estimates were discontinued in 2013.


8 “About the Native Land Information System,” accessed November 29, 2022, https://nativeland.info/about/.


The U.S. Office of Management and Budget (OMB) provides guidelines by which all federal race data, including Census Bureau data, is collected. The OMB announced in 2016 its intention to review the current standard, including potential to create an additional Middle Eastern or North African (MENA) group. However, the OMB has not yet changed the race reporting standard set in 1997. Sources: https://www.census.gov/about/our-research/race-ethnicity.html; https://www.census.gov/library/visualizations/interactive/decennial-census-measurement-of-race-and-ethnicity-across-the-decades-1790-2020.html; https://www.census.gov/topics/population/race/about.html.

Because individuals may select more than one race, when using and presenting this data, percentages may add up past 100%. This is simply something to be aware of and to mention to your audience.


Each of these questions contain write-in components. The race question, although it reports Asian American Pacific Islander as a single category in aggregate tables, provides checkboxes for: Chinese, Vietnamese, Native Hawaiian, Filipino, Korean,
Samoan, Asian Indian, Japanese, Chamorro, Other Asian, and Other Pacific Islander, in addition to the write-in box for additional communities (such as Hmong).


29 Our LSTA analyses vary widely by state. For instance, California is more heavily populated, and has more urban centers. Type of analyses, geographic levels, data considered, and topics explored may vary broadly based not only on the geographic area, but also the purpose for the analysis and needs of its audience.


31 Utah Department of Health & Human Services designates that “Urban counties have a population density of 100 or more people per sq. mile; Rural counties have a population density of fewer than 99 but greater than 6 people per sq. mile and Frontier counties have 6 or fewer people per sq. mile” as per https://ruralhealth.health.utah.gov/https-ruralhealth-health-utah-gov-utah-state-profile/county-classifications-map/.
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